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One-sample confidence interval and z-test on p

One-sample confidence interval and t-test on p

One-sample confidence interval and z-test on p

CONFIDENCE INTERVAL: T + (z critical value) % CONFIDENCE INTERVAL: ¥ + (t critical value) i

A p(l-p
% CONFIDENCE INTERVAL: ptz* £1-p)
- n
E SIGNIFICANCE TEST: z= % SIGNIFICANCE TEST: t = %“ where degrees of freedom df =n - | N
. PP
TEST STATISTIC: 7=
g # 7; 7; 8 pd-p)
) CONDITIONS: "
CONDITIONS: ;
CONDITIONS:
= +  The sample must be reasonably random.
O *  The data must be from a normal distribution or large sample (need to check n>30) . In Eheory‘ the d:;la should be drawn I:rpm a normal distribution or u is a large f.nmplg (need «  The sample must be reasonably random
. o must be known. :; ihl]e-fk thall f“_ 31((] ). In prac:ilce, umll;g the llixsl(;ll:uulim 1}3( S?Iﬁuen:y [r_l::u:} [;ruvuied « The sample must be less than 10% of the population
at there is little skewness and no outliers in the data. Look at a graph of the data : .
+  The sample must be less than 10% of the population so that %is valid for the standard « The data r::usll be rea:)na:Iy randomL_l e grap *  The sample must be large enough so that:

. The sample must be less than 10% of the population. nepandn(l - p)>10 for a confidence interval

nepandn(l -p) =10 for the significance test

deviation of the sampling distribution of ¥ .

General Note

|Zcaicl > 12*| = Reject H,

Two-sample confidence interval and t-test on p, - py Two-sample confidence interval and z-test on p, - p,

* ,

ltcaicl > 1t*| — Reject H,

[} CONFIDENCE INTERVAL:  (%,-%) * t* CONFIDENCE INTERVAL:
p value < a — Reject H, Q
. g SIGNIFICANCE TEST: ¢ = W TEST STATISTIC: z=
Confidence Interval N ()%, (520
nl nI
-We are __% confident that the true population g CONDITIONS: CONDITIONS:
(mea n/proportion) of falls between _ and . - * The two samples must be reasonably random and drawn independently or, if it is an * The two samples must be independently drawn and reasonably random or subjects were
experiment, the subjects were randomly assigned to treatments. randomly assigned to two groups.

Traditional Test + In theory, the data should be drawn from normal distributions or be large samples (check that
. . n, +n, =30). In practice, using the t-distribution is sufficiently robust provided that there is
-With a (Zcai/tcaic) value of __ being (greater/ less) than a g

little skewness and no outliers in the data for each sample. Examine graphs of both sets of

(z'/t7) value of __, we (reject/ fail to reject) Ho. data.

»  The sample sizes must be large enough so that: n,p,, m,(1-p,), n,p,, n,(1- p,)are all five
or more. (the number of successes and the number of failures must be at least 5) for the
confidence interval.

P-value Test The sample size must be large enough so that: n,p,, n(1-p,), np_, n,(1— p_)areall five or

more. (the number of successes and the number of failures must be at least 5) for the
significance test.

df=ni-lorn;z-1
-With a p-value of __ being (greater/ less) than an a-

value of __, we (reject/ fail to reject) Ho.

Whichever is Lower




